Introduction

Publication bias is a phenomenon that has probably existed as long as results of scientific research are being published. In brief, it is defined as the publication or non-publication of results depending on their direction and statistical significance. Positive and / or statistically significant results seem more likely to be published than negative and / or insignificant results [1]. Publication bias has been a well known issue for at least decades (if not centuries) and its effect steadily becomes more important with the paradigmatic change in the way decisions are being made: from the biased judgement of the solid foundation of scientific knowledge to the solid foundation of the “subjective views” of the majority of scientists in a certain field [2]. In order to gain knowledge on a subject as comprehensive and “objectively” as possible, the results of primary studies may be combined in systematic reviews or meta-analyses. Greenhalgh [3] defines a systematic review as an overview of primary studies using explicit and reproducible methods, whereas a meta-analysis is described as the „mathematical synthesis of results of two or more primary studies that addressed the same hypothesis in the same way”.

A number of studies investigating the effects of publication bias have been carried out, some also in the field of biomedical informatics, giving an overview of its existence and risk factors [2] or assessing to what degree the direction and significance of results influence publication [4, 5]. However, there still seems to be no unanimity as regards the degree of influence of publication bias in medical informatics evaluation literature. We see the assessment of this influence as a basis for the answer to the question if and how publication bias in our field should be dealt with.

In order to assess the existence of publication bias and its influence on meta-analyses we conducted a small-scale study to answer three study questions:

1. What is the ratio of positive vs. negative findings in published evaluation studies?
2. Is a statistical assessment of publication bias for evaluation studies in health informatics possible?
3. How many evaluation studies conducted are published, and what are the reasons for not submitting?

Methods

1: What is the ratio of positive vs. negative findings in published evaluation studies?

If there is a great influence of publication bias in the population one should assume that a significantly higher number of studies describing positive results than negative results have been published. Comparable statistics were presented by [2]. In order to answer that question a random sample of 86 references was drawn out of a database hosted by the Institute for Health Information Systems at the UMIT. The database comprises 1.035 references to papers published between 1982 and 2002 in the field of medical informatics evaluation research (http://evaldb.umit.at) [6] For every abstract it was investigated if the authors found unambiguous results and if so, if they were positive or negative as regards the hypothesis the publication was based on.

2: Is a statistical assessment of publication bias for evaluation studies in health informatics possible?

A funnel plot is a simple way to depict the phenomenon of publication bias in a sample of studies. It can briefly be described as a scatter plot classifying every single study by effect size and study quality. The assumption is that fewer studies with low quality and low effect size or describing a negative effect are published. The plot can visualize this sign of publication bias. [7] We decided to try to draw a funnel plot for evaluation studies on CPOE (computerized physician order entry). CPOE evaluation has been in the center of interest recently, as the potential of such systems to significantly improve patient care or to even save lives has been described frequently (e.g. [8]).

In consequence we had to find a certain number of studies evaluating CPOE systems, measuring the same effect and providing quantitative data for effect size and study quality. We searched the database already described (http://evaldb.umit.at) as well as PubMed on quantitative studies on CPOE. Bibliographies of reviews found were further searched for relevant references. Overall, about 140 CPOE studies were found. All abstracts found were categorized concerning the effect measured (as e.g. costs, time consumption, appropriateness of care, ADE).

3: How many evaluation studies conducted are published, and what are the reasons for not submitting?

The question was answered in two steps: A written survey was sent out by e-mail to members of EFMI (European Federation of Medical Informatics) and IMIA (International Medical Informatics Association) working groups on evaluation and of first authors of evaluation papers from the last 5 years (found through a comprehensive PubMed query). Moreover the survey was sent to CIOs and other persons responsible for IT management in hospitals in Austria, Germany, the Netherlands and Switzerland. Participants were asked to report on evaluation studies conducted in the last 5 years, whether they were published, and on reasons for not publishing.

Results

1: What is the ratio of positive vs. negative findings in published evaluation studies?

In our random sample of 86 abstracts, 60 (69.8%) showed positive results, 12 (14%) negative and 14 (16.3%) showed mixed or neutral results and could therefore not be attributed to either of these categories. Typical phrases found in abstracts indicating positive results were e.g. (depending on the outcome measured): “a useful system for improving”, “time showed significant reductions”... a typical phrase found to describe negative results was e.g. “the system was less accurate than”; A typical indication that an abstract could not be attributed to either of the categories was that no comparison could be made, that no conclusions could be drawn, that positive and negative results were balanced or that no difference could be found.

2: Is a statistical assessment of publication bias for evaluation studies in health informatics possible?

Searching and categorization of publications is currently being done. Studies on the effect of CPOE on the appropriateness of care such as its effect on adverse drug events (around 25 studies) seem the most promising to carry out a meta-analysis. Most of these studies describe a positive effect, which makes a funnel plot indicating signs of publication bias likely. Detailed results are to be presented at the conference.

3: How many evaluation studies conducted are published, and what are the reasons for not submitting?

Overall, until the end of March 2006, we got feedback from 106 respondents (mostly from academia). They reported to have conducted 216 studies in the last 5 years, from which 112 (52%) have or will be published in journals or larger conferences, and 104 (48%) have not been published or only in a limited way. As indicated by the respondents reasons for not publishing comprise (multiple nominations possible): generalizability seemed limited (27 nominations; e.g. context seemed too unique), study not yet finished (19), no time for writing (12), results seemed not of interest to others (11, e.g. only for internal use), methods seemed not adequate (10, e.g. sampling seemed insufficient), organizations prohibited publication (10, e.g. confidential information), rejection by journal (6), results too negative (5), no interest in academic output (5), evaluation of first prototype only (4).

Discussion

In our random sample of 86 evaluation studies two thirds of publications describe positive results. This could be seen as an indicator for publication bias. Comparable results have also been presented by Dickersin [2]. However, the survey did not provide explanations, as the answers “findings were too negative to be published” or “organization prohibited publication” were not given very frequently. Reasons for not publishing rather seem to lie in the setting of the study (e.g. constructive formative evaluation only for internal use to improve own system, no scientific news expected), or simply in a lack of time for publication. As regards the statistical assessment of publication bias in meta-analyses it is too early to draw conclusions. An important experience made when categorizing the CPOE references found is that the application systems evaluated (regarding their exact functionality), the effects measured as well as other parameters show remarkable variation. In order to draw a meaningful funnel plot as part of a meta-analysis, it will be important to find a certain number of studies showing a high degree of homogeneity. With regard to differences in the functionality of systems evaluated, in the settings and criteria of evaluation as well as in other parameters such as workflow this seems one of the major obstacles to the accomplishment of a meaningful meta-analysis and therefore for the development of evidence-based health informatics. Further research is necessary to investigate the effect of this heterogeneity on the results of meta-analysis in medical informatics.
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